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ABSTRACT

Aims. With the afterglow of GRB 100621A being the brightest detected so far in X-rays, and superb GROND coverage in the optical/near-infrared during the first few hours, an observational verification of basic fireball predictions seemed possible.

Methods. In order to constrain the broad-band spectral energy distribution of the afterglow of GRB 100621A, dedicated observations were performed in the optical/near-infrared with the 7-channel Gamma-Ray Burst Optical and Near-infrared Detector (GROND) at the 2.2 m MPG/ESO telescope, in the sub-millimeter band with the large bolometer array LABOCAT at APEX, and at radio frequencies with ATCA. Utilizing also Swift X-ray observations, we attempt an interpretation of the observational data within the fireball scenario.

Results. The afterglow of GRB 100621A shows a very complex temporal and spectral evolution. We identify three different emission components, the most spectacular one causing a sudden intensity jump about one hour after the prompt emission. The spectrum of this component is much steeper than the canonical afterglow. We interpret this component using a two-shell collision prescription after the first shell has been decelerated by the circumburst medium. We use the fireball scenario to derive constraints on the microphysical parameters of the first shell. Long-term energy injection into a narrow jet seems to provide an adequate description. Another noteworthy result is the large ($A_v = 3.6$ mag) line-of-sight host extinction of the afterglow in an otherwise extremely blue host galaxy.

Conclusions. Some GRB afterglows have shown complex features, and that of GRB 100621A is another good example. Yet, detailed observational campaigns of the brightest afterglows promise to deepen our understanding of the formation of afterglows and the subsequent interaction with the circumburst medium.
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1. Introduction

1.1. The fireball scenario

Gamma-ray bursts (GRBs) are generally accepted to be related to the death of massive stars. Because of their large gamma-ray luminosity, GRBs can be detected to very high redshift, and thus provide a unique probe into the early universe. Understanding the emission mechanism and geometry is crucial for deriving the burst energetics and number density, and observing and understanding the afterglow emission is of the utmost importance for deciphering the burst environmental properties (e.g. gas density profile, metallicity, dust), as well as for deriving constraints on the progenitor (e.g. mass, rotation, binarity, supernova relation).

The late emission at X-ray to optical/radio wavelengths, the so-called afterglow, is dominated by synchrotron emission from the external shock, i.e. emission from relativistic electrons gyrating in a magnetic field (Meszaros & Rees 1997; Wijers et al. 1997; Wijers & Galama 1999). This synchrotron shock model is widely accepted as the major radiation mechanism in the external shock, and the macroscopic properties of these shocks...
are largely understood. Under the implicit assumptions that the electrons are Fermi accelerated at the relativistic shocks to a power-law distribution with an index $p$ upon acceleration, their dynamics can be expressed in terms of four main parameters: (1) the total internal energy in the shocked region as released in the explosion; (2) the electron density and radial profile of the surrounding medium; (3) fraction of the shock energy going into the ISM electrons $\epsilon_e$; and (4) the fraction of energy density in the magnetic field $\epsilon_B$. Measuring the energetics and the energy partition ($\epsilon_e/\epsilon_B$) was possible only for a handful of the more than 900 GRB afterglows so far, as it requires truly multi-wavelength observations between X-rays and radio frequencies. Moreover, there are large uncertainties in the microphysics. How are the relativistic particles accelerated? How is the magnetic field in the shocked region generated? What is its structure and evolution? Addressing these questions is even more challenging.

According to standard synchrotron theory, the radiation power of an electron with co-moving energy $\gamma e mc^2$ is $P_e = 4/3 \pi c Y_2^2 (B^2/8m)$, so that high energy electrons cool more rapidly. For a continuous injection of electrons, which is the case for ongoing plowing of the forward shock into the interstellar medium (ISM), there is a break in the electron spectrum, above which the spectrum is steepened because of cooling. This energy is time-dependent, so this frequency break moves to lower energies for the ISM case and higher energies for a wind medium. Since the spectral slope and the temporal decay slope are identical for the two density profiles, it is the direction of the cooling break movement that allows us to distinguish between ISM and wind density profile surrounding the GRB.

Besides the cooling frequency $\nu_c$, there is the injection frequency $\nu_{inj}$, corresponding to the electrons accelerated in the shock to a power-law distribution with a minimum Lorentz factor, and the self-absorption frequency, $\nu_{sa}$. The final GRB afterglow spectrum is thus a four-segment broken power law (Meszaros et al. 1998; Sari et al. 1998) separated by $\nu_{sa}$, $\nu_c$, and $\nu_{inj}$. The order of $\nu_{inj}$ and $\nu_c$ defines two types of spectra, namely the slow cooling case with $\nu_{inj} < \nu_c$, and the fast cooling case $\nu_{inj} > \nu_c$. For each case, and depending on wind vs. ISM density profile, theory predicts different slopes of the power-law segments and speeds at which $\nu_{sa}$ and $\nu_c$ should be moving (Sari 1999). For standard parameters, $\nu_{inj}$ should be moving from $10^{14}$ Hz to $10^{12}$ Hz within the first day, and $\nu_c$ from $10^{17}$ Hz to $10^{14}$ Hz. Because of sensitivity limitations in the sub-mm range, and lack of coordinated multi-wavelength observations, there is not a single GRB data set sufficient (in terms of wavelength and temporal coverage) to unambiguously verify these predictions for both frequencies, and just two GRBs where the high-frequency break (interpreted as cooling break) has been unambiguously shown to move (Blustin et al. 2006; Filgas et al. 2012).

1.2. GROND and GRB 100621A

The GROND instrument, a simultaneous 7-channel optical/near-infrared imager (Greiner et al. 2008) mounted at the 2.2 m telescope of the Max-Planck-Gesellschaft (MPG), operated by MPG and ESO (European Southern Observatory) at La Silla, Chile, started operation in May 2007. Built as a dedicated GRB follow-up instrument, GROND has observed basically every GRB visible from La Silla (weather allowing) since April 2008. The spectral energy distribution (SED) obtained with GROND between 400–2400 nm allows us to not only find high-$z$ candidates (Greiner et al. 2009a; Krühler et al. 2011a), but also to measure the extinction and the power-law slope (Greiner et al. 2011).

the majority of all cases, this allows for a relatively accurate extrapolation of the SED into the sub-mm band, and consequently a prediction of the flux for sub-mm instruments, provided that $\nu_{inj}$ has already passed the sub-mm band (which will be shown to be the case for the majority of GRBs after about one day).

Gamma-ray burst burst 100621A triggered the Burst Alert Telescope (BAT) on the Swift satellite (Gehrels et al. 2004) on June 21, 2010 at $T_o = 03:03:32$ UT (Ukwatta et al. 2010a). The prompt emission consists of a bright ($25000$ cts/s peak count rate in the 15–350 keV band), smooth, triple-peak burst with a duration of nearly 70 s. Swift slewed immediately and started taking data with the XRT and UVOT telescopes at 76 s after the trigger. A bright X-ray afterglow was found at RA (2000.0) = 21°01'13''.34, Dec (2000.0) = -51°06'21''.73 with an error radius of 1'7 (Evans et al. 2010). In fact, GRB 100621A had the brightest X-ray afterglow ever detected: with an initial count rate in excess of $\approx 140000$ cts/s, it saturated the XRT CCD for several minutes. Starting 80 seconds after the burst, the X-ray light curve in the 0.3–10 keV band can be modelled with four power laws,1 with decay indices and temporal breaks as follows: $\alpha_1 = 3.87 \pm 0.02$, $\nu_{break1} = 439 \pm 10$ s, $\alpha_2 = 0.51_{-0.03}^{+0.02}$, $\nu_{break2} = 6.2_{-0.5}^{+1.2}$ ks, $\alpha_3 = 1.0 \pm 0.1$, $\nu_{break3} = 122_{-0.21}^{+0.13}$ ks, and $\alpha_4 = 1.73 \pm 0.08$ (Ukwatta et al. 2010b).

Gamma-ray burst 100621A was also detected with INTEGRAL/SPI-ACS2 and Konus-Wind, providing a time-integrated spectrum with best-fit low-energy power-law index $-1.7$, high-energy index $-2.45$, and a peak energy $E_p = 95^{+13}_{-11}$ keV (Golenetskii et al. 2010). At $z = 0.54$ and standard cosmology ($H_0 = 70$ km s$^{-1}$ Mpc$^{-1}$, $\Omega_M = 0.27$, $\Omega_\Lambda = 0.73$), this implies an isotropic energy release of $E_{iso} = (2.8 \pm 0.3) \times 10^{52}$ erg (Golenetskii et al. 2010).

1 Throughout this paper we use the definition $F_\nu \propto \nu^{\alpha-\nu^\beta}$ where $\alpha$ is the temporal decay index, and $\beta$ is the spectral slope.

Initially, no UVOT counterpart was detected, and also rapid ground-based imaging with robotic telescopes (like ROTSE, Pandey et al. 2010) did not find an afterglow. Prompted by the discovery of a very red afterglow with GROND (Updike et al. 2010, but see below), a spectrum taken with X-Shooter at the VLT determined a redshift of $z = 0.542$ (Milvang-Jensen et al. 2010), and also faint UVOT detections were recovered (Ukwatta et al. 2010b).

Here, we describe our multi-wavelength observations and results for GRB 100621A, and present an analysis of the data in the framework of the fireball scenario.

2. Observations

2.1. GROND observations

Some of the GROND data of this burst, in particular the $J$-band light curve and the host measurements, have already been reported in (Krühler et al. 2011b). Here, we report the full data set, including the multi-band light curve, and the SED evolution.

Exposures with GROND automatically started 230 s after the Swift trigger, one of the fastest reactions of 2.2 m/GROND so far. Simultaneous imaging in $γr'ı'z'JHK_s$ continued for 3.05 h, and was resumed on nights 2, 4, and 10 after the burst. The GROND data have been reduced in the standard manner using pyraf/IRAF (Tody 1993; Küpcü Yoldaş et al. 2008b). The optical/near-infrared (NIR) imaging was calibrated against the primary SDSS standard star network, or cataloged magnitudes of field stars from the SDSS in the case of $γr'ı'z'$ observations or the 2MASS catalog for $JHK_s$ imaging. This results in typical absolute accuracies of $±0.03$ mag in $γr'ı'z'$ and $±0.05$ mag in $JHK_s$. The light curve of the GRB 100621A afterglow in all seven GROND filters is shown in Fig. 2.

2.2. Swift XRT data

Swift/XRT data have been reduced using the XRT pipeline provided by the Swift team. The X-ray spectra were flux-normalized to the epoch corresponding to the GROND observations using the XRT light curves from Evans et al. (2007, 2009). We then combined XRT and Galactic foreground extinction ($E(B−V) = 0.03$ mag; Schlegel et al. 1998) corrected GROND data to establish broad-band spectral energy distributions which are shown in Fig. 3.

2.3. NTT observations

The Son of ISAAC (SOFI) instrument on the New Technology Telescope (NTT) at La Silla was used to obtain NIR-spectroscopy. After recognizing the sharp drop in intensity at about $T_0 + 10$ ks, we took four 60-s $J$-band images starting at 07:05 UT, on 21 Jun. 2010. While the results of the spectroscopy are deferred to a later publication (they are of no relevance to this paper), the imaging provides an additional photometric data point at a time when GROND observations were no longer possible because of visitor mode regulations. The SOFI images were reduced in the same manner as the GROND $JHK_s$ data (actually within the same GROND pipeline), and calibrated against the 2MASS catalog.

2.4. APEX observations

Since the SED slope was steep, even after extinction correction, the predicted sub-mm flux density of $≈50$ mJy at 1 day after the GRB led us to submit a director’s discretional time (DDT) proposal to ESO for observations with LABOCA (Siringo et al. 2009) on the Atacama Pathfinder Experiment (APEX) which was accepted at very short turn-around time.

The Large APEX Bolometer Camera LABOCA is an array of 295 composite bolometers. The system is optimized to work at the central frequency of 345 GHz with a bandwidth of about 60 GHz.

The first APEX/LABOCA observation was obtained 1.08 days after the GRB, leading to a clear detection. Two additional observations were performed at 2 days (another clear detection) and 4 days (upper limit only) after the GRB. This makes GRB 100621A one of the rare cases with a sub-mm light curve (see Sect. 5.3). These observations were all carried out in photometry mode.

Immediately after the first epoch observation (done in photometry mode), at 5:32−6:26 UT we obtained a complementary

---


2. APEX is a collaboration between the Max-Planck-Institut für Radioastronomie, the European Southern Observatory and the Onsala Space Observatory.
observation of GRB 100621A in mapping mode, for an exposure of \( 7 \times 420 \) s and reaching a 1 \( \sigma \) sensitivity of 14 mJy/beam. While no source was detected in this less sensitive observing mode, it verifies that there is no strong, unrelated source close to the GRB position, which otherwise could cause problems with the photometry mode data.

Reduction of the photometric data was done with the software BoA (Schuller 2012) using standard routines for photometry mode. Subscans were checked individually before averaging them in order to identify and remove outliers. The raster map was reduced with the CRUSH (Kovács 2008) software package. Flux density calibration was done against Neptune, G4S 1, and B13134.

### 2.5. ATCA observations

In response to the initial detections of a bright afterglow of GRB 100621A (Ukwatta et al. 2010a; Evans et al. 2010; Updike et al. 2010; Milvang-Jensen et al. 2010), we also initiated observations of GRB 100621A with the Australia Telescope Compact Array (ATCA) in Narrabri, Australia, at the frequencies of 5.5 and 9.0 GHz with an observing bandwidth of 2 GHz. The observation sessions were carried out between June 24–26 and July 17–18 2010. The radio counterpart of the afterglow of GRB 100621A was detected during the sessions carried out in June 2010 at both 5.5 and 9.0 GHz at a position coincident with those of the X-ray and optical counterparts, and it was undetected in the July 2010 session.

It is possible that the observed decay between the first and second epoch, or part thereof, is due to interstellar scintillation, rather than the intrinsic decay of the afterglow. Otherwise, the fading at 5.5 GHz would have been unusually early, indicating a low energy and/or \( \epsilon_B \).

### 3. Overall light curve behaviour

The overall temporal evolution of the afterglow at X-rays and the optical/NIR is shown in Fig. 2. The light curve in the X-ray band is typical of X-ray afterglows as seen by Swift, with a steep decline (slope in the range \(-3...-4\)) during the first \( =400 \) s, followed by a shallow decay until about 122 ks, after which the decay steepens to a slope of 1.73 \( \pm 0.08 \) (Ukwatta et al. 2010b). In contrast, the temporal evolution of the optical/NIR afterglow is considerably more complex. From the start of the GROND exposures at 230 s post-trigger, the light curve shows a rapid rise with \( \alpha_1 = -4.3^{+1.0}_{-0.6} \) (from about 400 s (consistent within errors with the end of the steep X-ray decline) to about 700 s, the light curve is more or less flat (\( \alpha_2 \approx 0.05 \pm 0.05 \)) with just a few wiggles. The subsequent decay has \( \alpha_3 = 1.15 \pm 0.15 \), significantly steeper than the X-ray decay at that time. After a short flattening (3–4 ks post-trigger), an extremely steep increase in optical/NIR brightness is observed from 4 to 5 ks after the trigger which has also been reported by the SIRIUS/IRSF team (Naito et al. 2010). This intensity jump is larger in the NIR than in the optical, reaching an amplitude of 1.9 mag in the K \(_s\)-band. A formal fit results in \( \alpha_4 = -14^{+1.3}_{-0.6} \), the steepest flux rise we have ever seen in a GRB afterglow (at any time), both in the literature.

### Table 1. Secondary standards used for the GROND data.

<table>
<thead>
<tr>
<th>Filter</th>
<th>Star I</th>
<th>Star II</th>
<th>Star III</th>
<th>Star IV</th>
<th>Star V</th>
<th>Star VI</th>
<th>Star VII</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>21 01 12.58</td>
<td>21 01 10.81</td>
<td>21 01 15.88</td>
<td>21 01 09.54</td>
<td>21 01 05.82</td>
<td>21 01 08.30</td>
<td>21 01 14.38</td>
</tr>
<tr>
<td></td>
<td>-51 05 17.2</td>
<td>-51 04 54.6</td>
<td>-51 06 17.4</td>
<td>-51 06 22.2</td>
<td>-51 05 21.5</td>
<td>-51 05 53.6</td>
<td>-51 05 25.8</td>
</tr>
<tr>
<td>( q' )</td>
<td>16.60 ( \pm ) 0.05</td>
<td>16.28 ( \pm ) 0.05</td>
<td>18.54 ( \pm ) 0.05</td>
<td>20.14 ( \pm ) 0.05</td>
<td>20.34 ( \pm ) 0.06</td>
<td>20.38 ( \pm ) 0.06</td>
<td>19.49 ( \pm ) 0.05</td>
</tr>
<tr>
<td>( r' )</td>
<td>15.56 ( \pm ) 0.04</td>
<td>15.64 ( \pm ) 0.04</td>
<td>18.09 ( \pm ) 0.04</td>
<td>18.58 ( \pm ) 0.04</td>
<td>19.44 ( \pm ) 0.05</td>
<td>19.70 ( \pm ) 0.04</td>
<td>19.15 ( \pm ) 0.04</td>
</tr>
<tr>
<td>( i' )</td>
<td>15.29 ( \pm ) 0.04</td>
<td>15.48 ( \pm ) 0.04</td>
<td>18.00 ( \pm ) 0.04</td>
<td>17.33 ( \pm ) 0.04</td>
<td>19.18 ( \pm ) 0.04</td>
<td>19.55 ( \pm ) 0.05</td>
<td>19.10 ( \pm ) 0.04</td>
</tr>
<tr>
<td>( z' )</td>
<td>15.05 ( \pm ) 0.04</td>
<td>15.31 ( \pm ) 0.04</td>
<td>17.93 ( \pm ) 0.04</td>
<td>16.69 ( \pm ) 0.04</td>
<td>18.90 ( \pm ) 0.04</td>
<td>19.39 ( \pm ) 0.04</td>
<td>19.00 ( \pm ) 0.04</td>
</tr>
<tr>
<td>( J )</td>
<td>14.91 ( \pm ) 0.05</td>
<td>15.34 ( \pm ) 0.05</td>
<td>18.02 ( \pm ) 0.05</td>
<td>16.23 ( \pm ) 0.05</td>
<td>18.83 ( \pm ) 0.05</td>
<td>19.42 ( \pm ) 0.05</td>
<td>19.13 ( \pm ) 0.05</td>
</tr>
<tr>
<td>( H )</td>
<td>14.76 ( \pm ) 0.06</td>
<td>15.31 ( \pm ) 0.06</td>
<td>18.14 ( \pm ) 0.07</td>
<td>16.04 ( \pm ) 0.06</td>
<td>18.65 ( \pm ) 0.08</td>
<td>19.42 ( \pm ) 0.09</td>
<td>19.29 ( \pm ) 0.08</td>
</tr>
</tbody>
</table>

### Table 2. APEX/LABOCA observations at 345 GHz in photometry mode.

<table>
<thead>
<tr>
<th>Date (UT)</th>
<th>Time after GRB (days)</th>
<th>On+Off time (s)</th>
<th>Avg. ( \tau )</th>
<th>Flux (mJy)</th>
<th>Eff NEFD (mJy s(^{0.5}))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jun. 22 04:38-05:30</td>
<td>1.8035</td>
<td>607</td>
<td>0.234</td>
<td>35.5 ( \pm ) 3.3</td>
<td>61.8</td>
</tr>
<tr>
<td>Jun. 23 07:27-08:15</td>
<td>2.1996</td>
<td>600</td>
<td>0.358</td>
<td>23.6 ( \pm ) 3.8</td>
<td>64.0</td>
</tr>
<tr>
<td>Jun. 25 07:51-08:42</td>
<td>4.2148</td>
<td>592</td>
<td>0.376</td>
<td>5.2 ( \pm ) 3.4</td>
<td>54.4</td>
</tr>
</tbody>
</table>

### Table 3. ATCA observations.

<table>
<thead>
<tr>
<th>Date (UT)</th>
<th>Time after GRB (days)</th>
<th>Flux @ 5.5 GHz (( \mu )Jy)</th>
<th>Flux @ 9.0 GHz (( \mu )Jy)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Jun. 24 19:00 – Jun. 25 15:30</td>
<td>4.0910</td>
<td>137 ( \pm ) 17</td>
<td>150 ( \pm ) 28</td>
</tr>
<tr>
<td>Jun. 25 15:30 – Jun. 26 12:00</td>
<td>4.9451</td>
<td>129 ( \pm ) 24</td>
<td>127 ( \pm ) 45</td>
</tr>
<tr>
<td>Jul. 17 08:00 – Jul. 18 14:00</td>
<td>26.2083</td>
<td>-43 ( \pm ) 85</td>
<td>49 ( \pm ) 100</td>
</tr>
</tbody>
</table>
Fig. 3. Multi-epoch SEDs (different colours) of the late-time afterglow of GRB 100621A as measured by Swift/XRT (right; not $N_H$-corrected), GROND (middle; not $A_V$-corrected), APEX/LABOCA (middle left), and ATCA (far left), together with a broad-band model which fits all data available for the given epoch. The times of these SEDs are marked with vertical lines in Fig. 2, and the resulting break energies given in Table 4. Since the optical/NIR and X-ray fluxes in epochs 1–3 are very similar, epoch 3 (jump component at 6.8 ks) has been scaled upwards by a factor of 20, and epoch 2 (flares) down-scaled by a factor of 4. The curvature in the GROND data is due to strong extinction of the afterglow light in the host galaxy (dotted line). The breaks seemingly show erratic variations in frequency – see text for an interpretation. We do not consider the fits in this plot to be the final physical interpretation of the data, as it links emission components at different wavelength regions that do not belong together (see text).

4. Broad-band afterglow SED modelling

4.1. Fitting framework, spectral breaks, and cooling stage

In the following, we will analyse our data in the framework of the fireball scenario, in particular in the formalism described in Granot & Sari (2002). From the single-epoch spectra in certain wavebands we can derive some basic boundary conditions.

We start by fitting the GROND-data of the first 1 ks on its own. The SED built from the seven GROND filters is very steep, but also clearly curved (right of centre in Fig. 3), indicating substantial host-intrinsic extinction. As is standard practice, we apply a power-law (as one segment of the fireball scenario) and fit the power law slope together with the dust extinction $A_V$ in the rest-frame of the GRB ($z = 0.542$). The resulting best-fit spectral slope in the optical/NIR range (well before the strong intensity jump at 4 ks) is measured to be $\beta_1 = 0.8 \pm 0.1$. Any slope flatter than $\beta_1 \sim 0.7$ is not observed. In addition, the X-ray spectrum steepens, consistent with $\nu_c$ moving from high energies down for certain conditions (Granot & Sari 2002), safely excluded by the data. We note that there is no ambiguity with the intrinsic host extinction $A_V = 3.6$ mag (see next section).

Similarly, we fit the Swift/XRT data on its own, and reproduce a slope of $\beta_X = 1.4 \pm 0.2$ and $N_H = 6.5 \times 10^{21}$ cm$^-2$ as given in Ukwatta et al. (2010b). Since we observe a steeper spectral slope in X-rays, this excludes the fast cooling options (spectrum 4 and 5 in Granot & Sari 2002) at early times, and by construction (evolution from fast cooling to slow cooling) at late times.

The steepest possible fit to the GROND optical/NIR data is $\beta \sim 1.1$, but the X-ray spectrum is significantly steeper than this, so we are forced to introduce a break between the optical/NIR and X-ray data at intermediate times. Since at early times a single power law for the combined GROND and Swift/XRT data is sufficient, this break has moved into the covered bandpass.

We interpret this break as $\nu_c$, because the observed slope difference of $0.6 \pm 0.2$ is consistent with the predicted value of 0.5. If this break had moved from the infrared through the optical, the optical/NIR slope should have become bluer – which is not observed. In addition, the X-ray spectrum steepens, consistent with $\nu_c$ moving from high energies down...
through the X-ray band. We therefore conclude that the external density profile is constant (ISM-like).

The simultaneous 5.5 and 9.0 GHz measurements at 4 and 5 days after the GRB suggest a relatively flat slope of $\beta \approx -0.25$ (with relatively larger error), implying that the self-absorption frequency $v_{sa}$ is below 5.5 GHz.

An interpretation according to spectrum 2 or spectrum 3 (Granot & Sari 2002) with the self-absorption frequency slightly above 9.0 GHz (i.e., near its peak at the transition between $\nu_1$ to $\nu_2$) is impossible. Such an interpretation would not allow any further break at higher frequencies, while we observe (at certain times) a spectral break between the optical/NIR and the X-ray bands. Thus, we are left with the option of spectrum 1 (Granot & Sari 2002), for which the fireball prediction is $\beta = -1/3$ above the self-absorption frequency, in reasonable agreement with the measured $\beta = -0.25$. While this conclusion is formally valid for the time of the radio measurements at 4 and 5 days after the GRB, any other spectral phases (spectrum 2 to spectrum 5 from Granot & Sari 2002) have been excluded by the above considerations. We therefore conclude that already at early times ($T_o + 500$ s) the afterglow is in the slow cooling phase.

We continue with the conceptual interpretation of slow cooling throughout our full data set, and the frequency ordering as $v_{sa} < v_m < v_c$, i.e., with the break between the optical/NIR and the X-ray part of the spectrum interpreted as the cooling break $v_m$, and the break longwards of the optical/NIR as the injection frequency $v_m$.

We will model the SED at various epochs with a three-component power law, with slopes $\beta_1$ describing the radio range, $\beta_2$ the GROND range, and $\beta_3$ the X-ray range. According to the standard prescription (Granot & Sari 2002), we fix the slope difference to 0.5 around the cooling frequency $v_m$, i.e., $\beta_3 = \beta_2 + 0.5$. We also fix $\beta_1 = -1/3$ because of the otherwise large effect on $v_m$. The three power-law segments are smoothly connected with a fixed smoothness parameter of 15 (see Beuermann et al. 1999).

4.2. Broad-band SED fitting

For the following discussion, we define seven epochs that are sequential in time: epoch 1 = 450–600 s (diagonal-hatched region in Fig. 4), epoch 2 = the sum of the time intervals 650–750 s, 900–1150, and 1350–1800 s (cross-hatched regions in Fig. 4), epoch 3 = 5.5–8.5 ks, epoch 4 = 94 ks, epoch 5 = 196 ks, epoch 6 = 352 ks, epoch 7 = 416 ks, where the last three epochs are primarily determined by the times of the APEX and/or ATCA observations. In these last three cases the optical flux has been determined by interpolating the GROND light curve which looks smooth at these late times. The last three GROND epochs come with considerable systematic uncertainty as a result of the host subtraction. Because of the bright X-ray emission even at late times, no assumptions on the slope of the X-ray spectrum had to be made.

A fit of these seven SEDs with the assumptions listed at the end of the previous section and using all the available data at a given epoch is shown in Fig. 3. The most obvious result is that the injection frequency (and there are good reasons why this is not a different break frequency, see above) moves to higher frequencies between epochs 5 (196 ks) and 6 (352 ks). This evolution is inconsistent with any prediction of the fireball scenario. While this is not a reason to condemn the fireball scenario, we discuss two possible options to explain this behaviour, both within the framework of the fireball scenario.

(1) If one relaxes the usual assumption that the microphysical parameters are constant, the break frequencies would follow a more complicated evolution than described in Granot & Sari (2002). While such a recourse has been offered for the description of selected GRBs (e.g. Filgas et al. 2012), in the present case one would have to invoke an increase of $c_\parallel$ proportional to $t^\gamma$, or of $\epsilon_B$ as fast as $t^\gamma$. Moreover, this temporal evolution would be required only for the time between epochs 5 and 6, but not for the evolution as seen between epochs 4 and 5, or 6 and 7. Thus, we consider this option physically implausible.

(2) Another option is that the true model, which results in the determination of the break frequencies, contains two (or more) different emission components which dominate at different frequency bands, or at different times. Already relatively small changes in flux of one component would lead to substantial changes in the break frequencies, even at constant slopes. A good example in our case is epoch 3. Assigning either all observed X-ray flux or just 50% of it (because the other 50% might be the normal underlying afterglow) to the component which produces the large intensity jump at 10 keV, $H$ (blue), $K_s$ (green) bands; bottom panel) the photon index of the X-ray spectrum (black, left $y$-axis scale) and the residuals of the model fit (see text) to the GROND JHK data (colour as in the middle panel, right $y$-axis scale). The diagonal-hatched region denotes epoch 1, the cross-hatched regions epoch 2. The dashed vertical lines mark the maxima in the photon spectral index $\Gamma'$ ($\Gamma' = \beta + 1$) to guide the eyes.

Thus, we conclude that a model-independent analysis of our data set is largely impossible, despite the broad frequency coverage and the multiple epochs available in all frequency bands. Moreover, as described above, the behaviour of the GRB 100621A afterglow is so complex that we are also not able to test some predictions of (for example) the fireball scenario by our multi-epoch SEDs.

Instead, the only approach left is to develop an interpretation that is as simple as possible within a given framework (and we chose the fireball scenario for this) which describes the data to a large (possibly full) extent. In what follows we use our data together with some basic arguments derived from the fireball scenario to disentangle the complex behaviour of the GRB 100621A afterglow into several different components, the
Table 4. Break energies derived from the SED fitting as shown in Fig. 3, but see text.

<table>
<thead>
<tr>
<th>SED epoch</th>
<th>Time (ks)</th>
<th>( \nu_\text{lo} ) (meV)</th>
<th>( \nu_\text{hi} ) (keV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.52</td>
<td>&lt;550</td>
<td>&gt;8</td>
</tr>
<tr>
<td>2</td>
<td>0.7</td>
<td>&lt;550</td>
<td>2.9_{-0.5}^{+0.6}</td>
</tr>
<tr>
<td>3</td>
<td>6.8</td>
<td>&lt;550</td>
<td>&gt;8</td>
</tr>
<tr>
<td>4</td>
<td>94</td>
<td>2.9_{-0.5}^{+0.9}</td>
<td>0.003–0.1</td>
</tr>
<tr>
<td>5</td>
<td>196</td>
<td>&lt;2.0</td>
<td>0.003–0.1</td>
</tr>
<tr>
<td>6^*</td>
<td>352</td>
<td>10.6_{-2.1}^{+1.1}</td>
<td>0.003–0.1</td>
</tr>
<tr>
<td>7^*</td>
<td>416</td>
<td>8.1_{-1.6}^{+2.5}</td>
<td>0.003–0.1</td>
</tr>
</tbody>
</table>

Notes. (\(^*\)) This is the centre of the first of three intervals – see text. (\(^*\)) For these two epochs, our formal fit values for \( \nu_\text{lo} \) are considered unphysical and thus a likely indication that the radio and optical/NIR emission stem from different components – see text.

sum of which explain the observed features. Our driving principle was to minimize the number of assumptions, as well as emission components. This is probably not a unique description, and a more sophisticated interpretation is not excluded.

We consider three different components, (1) a canonical underlying afterglow; (2) flares during the first 1000 s; and (3) a jump component, most prominently visible in the optical/NIR at 5.5–8.5 ks. Each of these components is allowed to have a different electron distribution \( n_e \) and a different set of microphysical parameters such that the break frequencies in each are different. For most of the time, at least two of these three components overlap, and care has to be taken to assess which of the components dominates at which time or in which spectral range. Our results, discussed below, suggest the following superposition of components, where the break frequencies are given for the dominant component in that frequency band:

- epoch 1: optical/NIR and X-rays dominated by canonical afterglow; sub-mm and radio unconstrained; neither \( \nu_\text{lo} \) nor \( \nu_\text{hi} \) for SED of canonical afterglow are covered.
- epoch 2: optical/NIR dominated by flares; X-rays are superposition of flares and canonical afterglow; sub-mm and radio unconstrained.
- epoch 3: optical/NIR dominated by jump component; X-rays are about 50:50 superposition of canonical afterglow and jump component; sub-mm and radio unconstrained; neither \( \nu_\text{lo} \) nor \( \nu_\text{hi} \) of jump component covered.
- epoch 4 and 5: optical/NIR dominated by jump component; X-rays dominated by canonical afterglow; sub-mm is probably the jump component; \( \nu_\text{lo} \) of jump component in sub-mm.
- epoch 6 and 7: optical/NIR still dominated by jump component; X-rays and radio dominated by canonical afterglow; sub-mm not constrained; \( \nu_\text{lo} \) of the SED of canonical afterglow is in the radio.

4.2.1. Epochs 1 and 2

At first glance, the rise time in the optical is too fast for a forward shock (Panaitescu & Vestrand 2008), and the temporal and spectral parameters are not consistent with any closure relation (neither wind nor ISM density structure, with either standard or a jetted afterglow). Also, the subsequent part of the optical/NIR light curve (\( T_\text{o} + 300 \) to \( T_\text{o} + 600 \) s) is surprisingly flat. However, we note that the X-ray spectrum oscillates on a timescale of a few hundred seconds between a steep (\( \beta \sim 1.3 \)) and a flat (\( \beta \sim 0.8 \)) slope during the first few ks after the GRB. More interestingly, two of the three instances of steep spectral slopes coincide with flux depressions in the (flucted) X-ray light curve and flux enhancements (which could be described as optical flares) in the GROND data (lower panel in Fig. 4, at 300 and 700–800 s). This suggests that the evolution of the afterglow between \( T_\text{o} + 200 \) s to \( T_\text{o} + 2000 \) s is the superposition of two components, a normal afterglow and a flare component.

In order to disentangle these two components, we fit the X-ray spectral index evolution (lower panel of Fig. 4) with a constant plus a number of separate Gaussians, whenever the spectral index deviates more than 3\( \sigma \) from the constant. We then apply a model composed of the rise and decline of a forward shock and the multiple Gaussians as derived in the previous step to the GROND light curve, now with fixed times of occurrence of the Gaussian components, but allowing different widths and normalizations. As a result of better temporal resolution and S/N-ratio we concentrate on the JHKs data. The residuals of such a fit without the Gaussians, i.e. the best-fit Gaussians to the GROND light curve on top of the forward shock, are plotted over the X-ray slope variation in the lower panel of Fig. 4. While there is no perfect agreement in all slope-oscillations, there is a surprisingly tight coincidence in the first two, at \( T_\text{o} + 300 \) s and \( T_\text{o} + 700 \) s. The results of this exercise are:

- the early rise in the GROND light curve is probably dominated by a flare, making the rising slope of the light curve particularly steep; when including a flare at \( T_\text{o} + 300 \) s in the fit, the rise of the normal afterglow in the on-axis case is consistent with \( \tau_\text{f} \), suggestive of the canonical forward shock. This is additional evidence for a constant density profile, as the rise in a wind profile would be much slower (\( \tau_\text{f} \) to \( i^{0.3} \)) (Panaitescu & Vestrand 2008).
- The relatively flat light curve during the interval at 300–800 s after the GRB trigger is due to the contribution, and probable superposition, of flares. Once subtracted, the decay of the standard afterglow is flatter, namely \( \alpha = 0.69 \pm 0.03 \), where a systematic error of \( \pm 0.05 \) should be added because of the ambiguity of choice of the strength and width of the flares.
- The optical/NIR emission during the intervals \( T_\text{o} + 450 \) s – \( T_\text{o} + 600 \) s (and \( T_\text{o} + 2500 \) s – \( T_\text{o} + 3000 \) s) are the only times when GROND sees normal afterglow at early times. This corresponds to our definition of epoch 1. A combined fit of the GROND and Swift/XRT data results in a single power law of \( \beta = 0.81 \pm 0.02 \) with no spectral break being preferred over a fit with a break. Taking the corresponding Galactic contributions into account, the best-fit rest-frame dust extinction and effective hydrogen absorption are \( A_V = 3.65 \pm 0.06 \) mag, and \( N_\text{H} = (1.8 \pm 0.3) \times 10^{22} \) cm\(^{-2}\). The inferred slope above \( \nu_\text{lo} \) would be \( \beta_2 = 1.31 \), with \( \nu_\text{lo} > 8 \) keV, and the corresponding electron spectral index \( p = 2.62 \pm 0.04 \).
- The peak of the forward shock is at 380 ± 30 s, corresponding to an initial Lorentz factor of 71 ± 3 (according to the new prescription of Ghirlanda et al. 2012 which returns values about a factor of two lower than the previously used ones, e.g. Molinari et al. 2007).
- The emission during the flares is much steeper in X-rays, with best-fit spectral slopes in the 1.2–1.8 range. A combined GROND and Swift/XRT fit results in the need of a spectral break (at \( \sim 3 \) keV), with low- and high-energy power-law slopes of \( \beta_2 = 0.86 \pm 0.06 \) and \( \beta_1 = 1.36 \pm 0.06 \) (with fixed \( \Delta \beta = 0.5 \)). It is interesting to note that the spectrum alternates four times during the first 1000 s.
The overall shape of the rise, short shallow decay and subsequent fast decay is very similar to the behaviour of the afterglow of GRB 081029 (Nardini et al. 2011), where an analogous behaviour has been associated with the intrinsic properties of the GRB and not to changes in the intervening dust content. In the meantime, but independent of these observations, Vlasiš et al. (2011) expanded the kinetic energy dominated energy injection scenario from Zhang & Meszaros (2002) and presented numerical simulations of the collision of an ultra-relativistic shell in a constant density environment with the external forward shock, which produce similar flare light curves. Figure 5 shows their case 4 model (with $2^\circ$ half-opening angle; from their Fig. 7) plotted over the GROND J-band light curve. In this scenario, the fast rise occurs when a second shell reaches the back of the first, self-similar Blandford-McKee shell. The steepness and amplitude of the rise depend on the half-opening angle of the jet, the Lorentz factor of the two colliding shells, and most likely more parameters such as the energy, the occurrence time relative to the jet break, and $\varepsilon_B$. A much more extensive parameter study than that in Vlasiš et al. (2011) is needed to be able to derive some of these parameters (or ranges thereof) for GRB 100621A. However, a qualitative conclusion would most likely be that GRB 100621A has a large Lorentz factor or a small half-opening angle, or both. Among the sample of a handful of GRBs showing such features (Greiner 2011), GRB 100621A shows the steepest rise: a constant power-law fit, ignoring the enhanced emission at 5–8 ks which we assign to the jump component (see Sect. 4.2.2). The decay slope from around 1 ks nicely continues until 80 ks, when it steepens to $\alpha = 1.54 \pm 0.06$.

4.2.2. Epoch 3 – the intensity jump

While the short interval of the steep rise between 4.0–4.5 ks after the trigger is not covered by the Swift/XRT because of Earth limb constraints, the time of the first optical peak including the following slow decay phase until $T_o + 8$ ks is covered with Swift/XRT observations, but shows only a marginal X-ray flux enhancement, on the order of 50% compared to earlier and later times. This is in full agreement with the chromaticity seen within the GROND band (after host subtraction and extinction correction), where the flux enhancement ranges between 200% (0.8 mag) in the $g'$-band and 570% (1.9 mag) in the $K_s$ band, implying a very red/soft spectral shape. A combined GROND/XRT spectral fit of the overlapping time interval 5.5–8.5 ks returns a single power law as best fit with a slope of $\beta = 0.98 \pm 0.02$ when fitting the whole X-ray flux, or $\beta = 1.0 \pm 0.03$ when fitting just 50% of the X-ray flux (under the assumption that the other 50% belongs to the normal afterglow). Two notes are in order: first, the SED can also be fit with a broken power law, with the break somewhere between the GROND and the Swift/XRT data. However, the improvement in reduced $\chi^2$ is only marginal, so we adopt the simpler model. Consequently, we assume $\nu_c > 8$ keV in the following. Second, the above decomposition assumed similar spectral slopes, which cannot be proven unambiguously. However, if the X-ray spectrum of the jump component had been steeper by 0.5, with the corresponding $\nu_c$ between the GROND and Swift/XRT ranges, then one would not have expected to see any X-ray flux increase at all.

Considering these results for the normal afterglow, i.e. with $\alpha_0 = 0.69 \pm 0.06$, $\sigma_X = 0.74 \pm 0.02$ (not that we deviate from Ukwatta et al. (2010b) in that we fit the $T_o + 700$ s to $T_o + 100$ ks interval with one straight power law, but omit the higher-flux portion at $T_o + 6$ ks, see below and Fig. 6), and $\beta_2 = \beta_3 = 0.81 \pm 0.02$ with inferred $p = 2.62$, we find consistency in the optical/NIR and X-ray decay slopes, but also note that this is much flatter than one would expect with the canonical closure relations for a standard afterglow with the given $p$ in either wind ($\alpha = 1.72$) or ISM ($\alpha = 1.22$) environment. This suggests some form of energy injection. If the addition of energy is a power law in the observer time, $E_i(<t) \propto t^\gamma$, then the flattening is by $\Delta t = e x 1.41(0.91)$ for ISM (wind) density profile at $\nu < \nu_c$ (Painaitescu et al. 2006). Thus, with $e = 0.35–1$, depending on the circumburst density structure, consistency could be reached. As we will show below, our data are not compatible with a wind medium, so we adopt an energy injection according to $E_i(<t) \propto t^{0.35}$ until $T_o + 4$ ks.

The steep flare spectrum and the flatter normal spectrum.

Fig. 5. Early part of the GROND J-band light curve with a (slightly stretched in time) model of the two-shell collisions overplotted (case 4, Fig. 7 in Vlasiš et al. 2011). Though this model was not aimed at reproducing the behaviour of the GRB 100621A afterglow, the similarity of the rise, structure at the peak, and the decay slope is striking. The early part of the model should be ignored, as it depends on the relative timing of the forward shock of the first shell, the ISM density, and the initial Lorentz factor.

Fig. 6. X-ray light curve of the GRB 100621A afterglow with a broken power-law fit, ignoring the enhanced emission at 5–8 ks which we assign to the jump component (see Sect. 4.2.2). The decay slope from around 1 ks nicely continues until 80 ks, when it steepens to $\alpha = 1.54 \pm 0.06$. 

- Flux $\propto t^{0.35}$ until $T_o + 4$ ks.

- The steep flare spectrum and the flatter normal spectrum.

Considering these results for the normal afterglow, i.e. with $\alpha_0 = 0.69 \pm 0.06$, $\sigma_X = 0.74 \pm 0.02$ (not that we deviate from Ukwatta et al. (2010b) in that we fit the $T_o + 700$ s to $T_o + 100$ ks interval with one straight power law, but omit the higher-flux portion at $T_o + 6$ ks, see below and Fig. 6), and $\beta_2 = \beta_3 = 0.81 \pm 0.02$ with inferred $p = 2.62$, we find consistency in the optical/NIR and X-ray decay slopes, but also note that this is much flatter than one would expect with the canonical closure relations for a standard afterglow with the given $p$ in either wind ($\alpha = 1.72$) or ISM ($\alpha = 1.22$) environment. This suggests some form of energy injection. If the addition of energy is a power law in the observer time, $E_i(<t) \propto t^\gamma$, then the flattening is by $\Delta t = e x 1.41(0.91)$ for ISM (wind) density profile at $\nu < \nu_c$ (Painaitescu et al. 2006). Thus, with $e = 0.35–1$, depending on the circumburst density structure, consistency could be reached. As we will show below, our data are not compatible with a wind medium, so we adopt an energy injection according to $E_i(<t) \propto t^{0.35}$ until $T_o + 4$ ks.

4.2.2. Epoch 3 – the intensity jump

While the short interval of the steep rise between 4.0–4.5 ks after the trigger is not covered by the Swift/XRT because of Earth limb constraints, the time of the first optical peak including the following slow decay phase until $T_o + 8$ ks is covered with Swift/XRT observations, but shows only a marginal X-ray flux enhancement, on the order of 50% compared to earlier and later times. This is in full agreement with the chromaticity seen within the GROND band (after host subtraction and extinction correction), where the flux enhancement ranges between 200% (0.8 mag) in the $g'$-band and 570% (1.9 mag) in the $K_s$ band, implying a very red/soft spectral shape. A combined GROND/XRT spectral fit of the overlapping time interval 5.5–8.5 ks returns a single power law as best fit with a slope of $\beta = 0.98 \pm 0.02$ when fitting the whole X-ray flux, or $\beta = 1.0 \pm 0.03$ when fitting just 50% of the X-ray flux (under the assumption that the other 50% belongs to the normal afterglow). Two notes are in order: first, the SED can also be fit with a broken power law, with the break somewhere between the GROND and the Swift/XRT data. However, the improvement in reduced $\chi^2$ is only marginal, so we adopt the simpler model. Consequently, we assume $\nu_c > 8$ keV in the following. Second, the above decomposition assumed similar spectral slopes, which cannot be proven unambiguously. However, if the X-ray spectrum of the jump component had been steeper by 0.5, with the corresponding $\nu_c$ between the GROND and Swift/XRT ranges, then one would not have expected to see any X-ray flux increase at all.

The overall shape of the rise, short shallow decay and subsequent fast decay is very similar to the behaviour of the afterglow of GRB 081029 (Nardini et al. 2011), where an analogous behaviour has been associated with the intrinsic properties of the GRB and not to changes in the intervening dust content. In the meantime, but independent of these observations, Vlasiš et al. (2011) expanded the kinetic energy dominated energy injection scenario from Zhang & Meszaros (2002) and presented numerical simulations of the collision of an ultra-relativistic shell in a constant density environment with the external forward shock, which produce similar flare light curves. Figure 5 shows their case 4 model (with $2^\circ$ half-opening angle; from their Fig. 7) plotted over the GROND J-band light curve. In this scenario, the fast rise occurs when a second shell reaches the back of the first, self-similar Blandford-McKee shell. The steepness and amplitude of the rise depend on the half-opening angle of the jet, the Lorentz factor of the two colliding shells, and most likely more parameters such as the energy, the occurrence time relative to the jet break, and $\varepsilon_B$. A much more extensive parameter study than that in Vlasiš et al. (2011) is needed to be able to derive some of these parameters (or ranges thereof) for GRB 100621A. However, a qualitative conclusion would most likely be that GRB 100621A has a large Lorentz factor or a small half-opening angle, or both. Among the sample of a handful of GRBs showing such features (Greiner 2011), GRB 100621A shows the steepest rise in time: a formal fit with $T_o$ at the GRB trigger results in $\alpha_{rise} = 14$ (which,
because of its late appearance, is also insensitive to any possible change in $T_o$ of the fit).

According to Vlasis et al. (2011), the rather flat part after the jump is then due to the merging of the two shells, the heating of which compensates the fading flux from the forward shock of the first shell. After the jump, the light curves should follow the predicted slopes for the normal, single forward shock, but at a higher intensity level because of the additional energy injection by the colliding second shell. While this is difficult to test convincingly with our data since the normal decay is not constrained accurately enough, the rise and the observed structure in the flat part of the light curve is surprisingly similar to the modelling in Vlasis et al. (2011), particularly their Fig. 6. We defer a more detailed comparison of this behaviour in GRB 100621A with this shell-collision model to a future paper.

4.2.3. The light curve beyond 20 ks

We have shown in Sect. 4.2.1 that the normal afterglow decay slope in the optical/NIR at a few ks after the GRB was $\alpha_0 = 0.69 \pm 0.06$. An extrapolation of this decay at the same decay rate, i.e. with continued energy injection at the same temporal rate, underpredicts the later GROND data by at least a factor of 2. Thus, the rate of energy injection would have had to increase over the early rate, if it were to explain the optical/NIR emission at $T_o+20$ ks. We consider this unlikely, and thus conclude that at late times, i.e. $t > T_o+20$ ks, the optical/NIR fluxes are dominated by the process which led to the huge intensity jump at 4 ks. As the spectral shape of this emission was redder than that of the canonical afterglow, this statement will also be true for the sub-mm and radio bands (see next section). At X-rays, we have shown in the previous section that the contribution of the large intensity jump was marginal, at most 50%, during the peak emission of the intensity jump. If the X-ray emission associated to the jump component subsequently dropped the same way as the optical emission, then it faded by a factor of 20 in the interval from $T_o+10$ ks to $T_o+30$ ks. The total X-ray emission faded by just a factor of 2, implying that the X-ray emission beyond about $T_o+10$ ks can be solely attributed to the normal afterglow.

The fit to the X-ray light curve using a broken power law and ignoring the enhanced emission at 5–8 ks describes the overall behaviour very well. The break time is derived to be 80 ks, at which point the decay steepens to $\alpha = 1.54 \pm 0.06$ (Fig. 6).

This steepening of the light curve could be due to the cessation of the energy injection. However, for our value of $\beta$, a full cessation should lead to the canonical decay slopes of $\alpha = 1.72$ (wind) or $\alpha = 1.22$ (ISM) in the standard afterglow scenario, or $\alpha = 1.96$ or steeper for any jet model (see below). Thus, only a partial cessation of energy injection would be a viable solution. Alternatively, the steepening could be due to the passage of the cooling break at continued energy injection. This would not work for the standard afterglow scenario of a spherical afterglow (i.e. $\Gamma > 1/\theta$, where $\theta$ is the jet half-opening angle), since the predicted slope change is just $\Delta \alpha = 0.25$. However, the predicted change is larger for a jetted outflow. Following Panaitescu et al. (2006), we consider two options, (i) a jet whose edge is visible and which does not expand laterally, and (ii) a jet with sharp edges which spreads laterally and is observed when $\Gamma \times \theta < 1$. In their Eqs. (34) and (35), Panaitescu et al. (2006) provide the flattening of light curves due to energy injection for the frequency range above and below $\nu_c$. For option (i), the slopes depend on the circumburst medium density profile. Thus, we have three cases, each with a separate closure relation above and below $\nu_c$. We start with the three cases for $\nu < \nu_c$ and determine $e$, the power of the energy injection (see above) such that the observed early decay slope of $\alpha = 0.72$ is reproduced (we choose to take the value consistent with both our measured $\alpha_0$ and $\alpha_X$, though this would not change our upcoming conclusion). With each of the three different values of $e$, we then check the predicted slope at $\nu > \nu_c$ for each of the three cases. Option (i) in the constant density environment returns the steepest slope, with $\alpha_{\text{pred}} = 1.2$ (for $e = 0.75$). This is still flatter than the observed $\alpha_X = 1.54 \pm 0.06$ (Fig. 6). The predicted slope depends only very weakly on $\beta$, so also the trend of steepening $\beta_X$ towards the end of the observed X-ray light curve will not lead to consistency. We note that in this interpretation the energy injection is still active at the end of the X-ray light curve, i.e. at $2 \times 10^4$ s, as we see no further steepening to a slope of $\alpha > 2.2$ (depending on any further softening of $\beta_X$).

Last, but not least, we note the coincidence of the measured slope of $\alpha = 1.54 \pm 0.06$ and the predicted $\alpha_X = 1.48$ for the decay of the $\nu > \nu_c$ part of the afterglow in the spherical case. Thus, the steepening of the X-ray light curve at 80 ks could be

![Fig. 7](image-url) Visualization of the spectral energy distributions at the five epochs as discussed in the text, with panel 1 to 3 showing epochs 1–3, panel 4 showing epochs 4 and 5, and panel 5 showing epochs 6 and 7. The frequency/energy ranges covered by our observations are marked as shaded bands. Dashed lines mark the different emission components: afterglow (blue), flares (green), jump component (red). The thick line is the sum of these components.
due to the combination of both cessation of energy injection and passage of the cooling break in an ISM environment for an afterglow which is still in its spherical expansion phase (i.e. $\Gamma > 1/6$) when the collimation is not yet detectable. Admittedly, the need for this coincidence is not an attractive solution. At the moment, we do not have a more satisfactory explanation for the amount of the steepening of X-ray light curve at $T_\gamma + 80$ ks. However, a break of this kind in the X-ray light curve is very common in the sample of $\approx 700$ Swift GRB afterglows, and so is a more generic problem (Nousek et al. 2006) rather than a problem related to the specifics of GRB 100621A.

4.2.4. Epochs 4 and 5

The two APEX/LABOCA detections correspond to a flux decay according to $\sim r^{-0.3}$ which then must accelerate considerably in order to be compatible with the upper limit at epoch 6. In the standard fireball scenario, the maximum in the sub-mm light curve is associated with the passage of the injection frequency. Since the observed decay slope is still considerably flatter than the expected $r^{3(1-\beta)/4}$ for $\nu < \nu_m$, the injection frequency of the dominating component should be near the LABOCA observing frequency during epochs 4 and 5. This is compatible with our best-fit SEDs: for epoch 4, the extrapolaion of the GROND optical/NIR SED almost exactly reproduces the APEX/LABOCA measurement, while for epoch 5 the optical/NIR flux (determined from an interpolation between two GROND measurements) has faded more rapidly than the sub-mm flux, resulting in a move of $\nu_m$ to lower frequencies. The speed of this frequency displacement between epoch 4 and 5 is measured as $r^{-1.35 \pm 0.55}$, consistent with the fireball prediction of $r^{-3/2}$. The observed optical/NIR flux is about a factor of 2 above the extrapolation of the decay of the canonical afterglow, thus we assign this emission to the jump component. In contrast, as shown in the previous sub-section, the X-ray emission is due to the canonical afterglow component. Curiously, despite the steeper X-ray spectrum, a formal SED fit including the X-rays is possible because of the large gap between the optical and X-ray bands. Since the X-ray spectrum has a steeper slope than the optical/NIR/sub-mm at this time, the large range allowed for $\nu_c$ can accommodate this bright X-ray component.

Thus, with the two assumptions that (i) the contemporaneously measured X-ray emission is a separate emission component, and is therefore left out from fitting; and (ii) the long-wavelength portion is dominated by the jump component, we make a combined spectral fit of epochs 3–6, where only epoch 3 contains X-ray data. We fix $\beta_1 = 1/3$ and $\Delta \beta = 0.5$ between the GROND and the Swift/XRT band, and also fix the host extinction at the value of $A_V = 3.65$ mag as derived from the fit of epoch 3. With the lower S/N ratio of the later GROND SEDs, the slope in the GROND range is largely dominated by epoch 3, with a best-fit value for the combined fit of $\beta_2 = 0.90 \pm 0.04$. The ATCA measurements then define the break energy $\nu_m$ as summarized in Table 4. We note that a fireball-compliant evolution of $\nu_m$ from these values extrapolated backwards in time does not conflict with the limit on $\nu_m$ set by the NIR data at 5.5 ks (see dashed line labelled $r^{-3/2}$ in Fig. 10).

4.2.5. Epochs 6 and 7

For these two epochs, we have the radio fluxes at two frequencies from the ATCA measurements. As described earlier, they are compatible with the $r^{1/3}$ slope as expected for the segment between $\nu_{sa}$ and $\nu_m$. At sub-mm, the APEX/LABOCA upper limit is well above this spectral component, and does not constrain the SED.

The more or less unchanged radio flux in epochs 6 and 7 (formal fit results in $r^{-0.3}$, although the large error bars of epoch 7 also allow a slightly rising flux) implies that the injection frequency is in the range of a few GHz (near our radio data). This conclusion is supported by two other observational constraints, namely that the radio spectral slope is somewhat flatter than $r^{1/3}$, and that the radio flux must decline within the following 20 days in order to be compatible with the ATCA upper limits (see Table 3).

A combined fit of the radio and optical/NIR data results in a best-fit injection frequency of the order of $2 \times 10^{12}$ Hz, a factor 1000 larger than our estimate above, and also a factor of 10 larger than one would expect from the fireball-compliant evolution of the jump component. This suggests that the radio emission belongs to the canonical afterglow component, while the optical/NIR belongs to the jump component (as argued above). This picture is again consistent with a fireball-compliant prediction of the early evolution of $\nu_m$, i.e. that $\nu_m$ is at frequencies shortward of the GROND NIR measurements at very early times (see the blue dashed line in Fig. 10).

4.3. Characterization of the three emission components

First, Table 5 summarizes the discussion from the above sections with respect to the three emission components, and not according to the epoch of observation, and Fig. 7 provides a visualization of the evolution of these three components with time.

With these constraints on the varying combination of the three emission components at a given epoch, the combined fitting results in a total reduced $\chi^2_{\text{red}} = 1.1$ (162 for 145 degrees of freedom), and so is an acceptable fit. The best fit power-law slope in the GROND range for the canonical afterglow (fully described in Sect. 4.2.1) is $\beta_2 = 0.82 \pm 0.02$ with a strong host extinction of $A_V = 3.65 \pm 0.06$ mag, as already indicated by the very red colours of the afterglow.

With the generic picture that the typical afterglow spectrum evolves from fast to slow cooling, we will now use the constraints for each of the components, and try to infer a consistent picture of the evolution of the GRB 100621A afterglow. The discussion is based on the formalism described in Granot & Sari (2002), and we use the same nomenclature of $E_{52} = E/10^{52}$ erg, and $\bar{E}_c = E/(p-2)/(p-1)$.

4.3.1. The canonical afterglow

The SED of epoch 1 provides four constraints on the fireball parameters of the canonical afterglow: (i) a lower limit on the frequency of $\nu_c$ at that time ($>8$ keV); (ii) an upper limit on the flux density at $\nu_c$ ($<0.035$ mJy); (iii) an upper limit on $\nu_m$ based on the non-detection of $\nu_m$ (or a break in general) in the GROND range, Table 5. Epochs at which the three emission components are seen at different frequency bands.

<table>
<thead>
<tr>
<th>Component</th>
<th>X-rays</th>
<th>Optical/NIR</th>
<th>Sub-mm</th>
<th>Radio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Epochs</td>
<td>1, 3: partially, 4–7: fully</td>
<td>1: partially</td>
<td>2: fully</td>
<td>6+7: fully</td>
</tr>
</tbody>
</table>
Fig. 8. Constraints on the microphysical parameters of the canonical afterglow component from the SED of epoch 1 at 520 s after the GRB (black triangles), and of epoch 6 (coloured arrows/lines). The limits on \( F_{100} \) and \( v_c \) from epoch 1 allow the parameter space above the lines of open triangles (left panel), and an upper limit of \( \epsilon_e < 0.064 \) (top arrow on right panel). The limits from epochs 6 and 7 allow the parameter space below the lines of arrows (left panel), depending on the total energy. The requirement that \( \epsilon_e < 1 \) translates into an upper limit in the density and a lower limit on \( \epsilon_B \) (dotted line). The thick colored lines on the right panel show the corresponding allowed range for \( \epsilon_e \) (where \( \epsilon_e = \epsilon_e (p - 2)/(p - 1) \)).

i.e. \( \nu_m < 1.25 \times 10^{14} \) Hz (<2.4 \( \mu \)m); and (iv) a lower limit on the flux at this limit frequency (>9 mJy). Using the two equations each in lines 3 and 5 of Table 2 of Granot & Sari (2002), these measurements translate into the four conditions:

\[
\begin{align*}
(i) & \quad \epsilon_B^{3/2} \cdot n^{-1} \cdot E_{52}^{-1/2} > 2.82 \times 10^4, \\
(ii) & \quad \epsilon_B^{6/2} \cdot \epsilon_e^{2/12} \cdot n^{1/3} \cdot E_{52}^{1/2} < 7.17 \times 10^{-9}, \\
(iii) & \quad \epsilon_B^{1/3} \cdot \epsilon_e^{1/2} \cdot E_{52}^{1/2} < 6.46 \times 10^{-6}, \\
(iv) & \quad \epsilon_B^{1/2} \cdot n^{1/2} \cdot E_{52} > 0.195.
\end{align*}
\]

These equations define an upper limit on \( \epsilon_e < 0.064 \) (which translates into \( \epsilon_e < 0.16 \) for our \( p = 2.64 \)), and combined lower limits for \( \epsilon_B \) and the external density as shown by the lines of arrows in Fig. 8.

In principle, there are two more constraints, namely the limit that the time of \( \nu_m \) crossing \( v_c \) (5 → 1 in Granot & Sari 2002) has occurred within \( <520 \) s, and the transition \( 1 \to 2 \) (\( \nu_m \) crossing \( \nu_{\rm edd} \)) is constrained to \( >416 \) ks. However, these limits do not impose any additional constraints as shown in Fig. 8.

Epoch 3 does not provide any further constraint on the canonical afterglow, as the X-ray flux and spectral shape cannot be independently differentiated from that of the jump component, as mentioned above.

At epochs 4 and 5, the X-rays provide the only measurements of the canonical afterglow. Given the somewhat contrived conclusion that the late X-ray light curve after the break at 80 ks is due to a combination of cessation of energy injection and cooling break passage, and that it is still in the spherical phase, we refrain from adding these constraints here.

Epochs 6 and 7, after re-fitting without the GROND optical/NIR data, provide no unambiguous measurement of \( \nu_m \) and \( F(\nu_m) \) (or \( v_c \)), because the normalization of the power-law segment that connects the \( \nu^{-1} \) segment with the X-ray segment is not constrained. Stepping through \( \nu_m \) in the range \( 1 \times 10^{-7} \) keV to \( 6 \times 10^{-5} \) keV reveals equally good fits as long as \( \nu_m > 5 \times 10^{-6} \) keV (250 \( \mu \)m). With this limit we obtain

\[
\begin{align*}
(i) & \quad \epsilon_e^{3/2} \cdot \epsilon_B^{1/2} \cdot E_{52}^{1/2} > 1.1 \times 10^{-3}, \\
(ii) & \quad \epsilon_B^{-1/2} \cdot n^{1/2} \cdot E_{52} < 0.017.
\end{align*}
\]

All combined constraints for the afterglow component are shown in Fig. 8.

### 4.3.2. The early flares

The flares are only observed at early times, and for a description we have picked epoch 2 to cover some of them. While we called these events flares, it seems obvious that they are somewhat dissimilar to the canonical X-ray flares observed by Swift/XRT in a large fraction of GRBs. In the case of GRB 100621A, the flares are prominent in the optical, rather than in X-rays. If these have the same origin as the canonical X-ray flares (Margutti et al. 2011), the only difference might be a lower peak energy. The broad-band spectrum between GROND and Swift/XRT is certainly not a single power law (see Sect. 4.2.1). As the low-energy part of a broken power-law fit (\( \beta \approx 0.86 \)) would be very steep for a Band function approach, the peak energy \( E_{\text{peak}} \) is instead below the GROND wavelengths, with possibly some exponential cut-off at X-rays. Since the decomposition into the normal afterglow component and the flare component is not unique, no statement can be made on a possible variation of the peak energy with time.

### 4.3.3. The jump component

As mentioned earlier, the Vlasis et al. (2011) interpretation of the optical/NIR emission at 5–8 ks is via the collision of two ultra-relativistic shells. The SED of the 5–8 ks event exhibits a straight power law of slope 1.1 ± 0.1 covering the GROND optical/NIR and the Swift/XRT region. If interpreted using the Granot & Sari (2002) formalism for afterglows (the applicability of which is not obvious because the medium into which the colliding shell is evolving might be increasing in density, rather than being constant or decreasing), the location of \( v_c \) and \( \nu_m \) remain ambiguous.

If \( v_c \) were longwards of 2.4 \( \mu \)m (GROND K-band), then the electron spectral index would be a reasonable \( p = 2.2 \). However, in addition to the observed light curve decay at \( >10 \) ks being much steeper than the expected \( t^{-1.15} \), there would be further inconsistencies: (1) if the circumburst environment had a wind density profile, \( v_c \) would evolve to higher frequencies, i.e. into the GROND band, which is not observed; (2) if, alternatively, the circumburst density profile were ISM-like, \( v_c \) would move towards the LABOCA band. However, at epoch 4 the optical/NIR SED extrapolates almost perfectly to the measured LABOCA flux, thereby not allowing any break. Thus, \( v_c \) would have to be below 345 GHz at epoch 3. This would imply a later radio flux at least a factor of 10^2 larger than observed, and therefore can be excluded. We thus conclude that \( v_c \) at epoch 3 must be \( >8 \) keV, implying a steep \( p = 3.2 \). Using these constraints, we arrive at the four conditions:

\[
\begin{align*}
(i) & \quad \epsilon_B^{3/2} \cdot n^{-1} \cdot E_{52}^{1/2} > 1.58 \times 10^5, \\
(ii) & \quad \epsilon_B^{2} \cdot \epsilon_e^{1/2} \cdot n^{1.6} \cdot E_{52}^{1/2} < 2.47 \times 10^{-10}, \\
(iii) & \quad \epsilon_B^{1/2} \cdot E_{52}^{1/2} < 2.36 \times 10^{-4}, \\
(iv) & \quad \epsilon_B^{1/2} \cdot n^{1/2} \cdot E_{52} > 0.358.
\end{align*}
\]
GROND-K band. The APEX/LABOCA non-detection does not constrain the continuation of the optical/NIR slope into the mm-band, but a fireball-compliant extrapolation would suggest \( \nu_{\text{fl}} \approx 1 \times 10^{11} \) Hz at epoch 6. Since we have argued earlier that the radio emission seen at this epoch at 5.5 and 9 GHz must belong to the canonical afterglow, we have to assume that the radio-component of the jump component must be self-absorbed to a level to not exceed the measured fluxes at 5.5 and 9 GHz. This results in \( \nu_{\text{sa}} \gtrsim 0.8 \times 10^{11} \) Hz, i.e. \( \nu_{\text{sa}} = \nu_{\text{sa}} \) at epoch 6 and 7 to within the errors. This is exactly what Vlasis et al. (2011) find during the modelling of the radio light curve: the amplitude is strongly depressed because of self-absorption.

In a constant external density profile, \( \nu_{\text{sa}} \) is constant, and our above assumption does not violate any observational constraint at earlier or later times. For a wind environment, \( \nu_{\text{sa}} \) decreases according to \( r^{-3.5} \); this is slow enough that it does not conflict with the LABOCA detections at epochs 4 and 5.

Thus, for the ISM case, we derive

\[
\begin{align*}
(\iii) & \quad \bar{\epsilon}^{-1} \cdot \epsilon^{1/5} \cdot \nu^{3/5} \cdot E^{1/5}_{52} = 538, \\
(\iv) & \quad \bar{\epsilon}^{-1} \cdot \beta^{2/5} \cdot \nu^{7/10} \cdot E^{9/10}_{52} > 123.
\end{align*}
\]

The combination of the last four equations translates into the two thin stripes of parameter space shown in Fig. 9. The resulting limits on the external density are rather high: since \( \epsilon_B \) cannot be larger than 1, the external density must be \( \gtrsim 20 \) cm\(^{-3}\). Moreover, the total energy is constrained to \( E_2 > 0.2 \), and \( \bar{\epsilon} > 0.01 \). We stress again that these constraints are only valid if the Granot & Sari (2002) formalism is applicable.

5. Discussion

5.1. Fitting assumptions and results

The behaviour of the afterglow of GRB 100621A at different epochs and frequencies has been found to be too complex compared to our set of observational data to be able to constrain models. We have therefore adopted the fireball scenario and attempted to construct a consistent picture of the observed features. Before further discussion, we summarize our assumptions here: (i) we assume that the total emission is due to the superposition of three emission components; (ii) we have fixed \( \Delta \beta = 0.5 \) between X-ray and GROND power-law slopes (whenever applicable); (iii) we have fixed \( \beta_{\text{radio}} = -1/3 \) as derived from the two radio frequencies at epochs 6 and 7; and (iv) we had to assume that the jump component has to be self-absorbed in the radio. With these assumptions, we find a reasonably consistent picture which describes all of our observational facts (temporal and spectral slopes) except the slow X-ray decay at times \( > 80 \) ks.

For none of the three emission components in the afterglow of GRB 100621A do we have enough observations at the right time to determine all fireball model parameters in a unique way. The constraints on these parameters derived from our observations are, in general, broadly consistent with expectations. The only inconsistent result is for \( \nu_{\text{fl}} \) of the afterglow component: the lower limits from epoch 1 are about 2 orders of magnitude higher than the upper limits derived from epochs 6 and 7, assuming otherwise equal parameters (in particular total energy and density). There could be several reasons for this, an evolving \( \epsilon_B \) with time for example, though we do not consider this. A more obvious reason could be that the energy ejection (which was deduced to make spectral and temporal slopes in the early phases consistent with the fireball scenario) introduces a time-dependent variation between low- and high-frequency segments (at radio wavelength the impact of the energy injection will come later than at X-rays). This invalidates our assumption for epochs 6 and 7 in deriving constraints on \( \nu_{\text{sa}} \), in that the radio and X-ray sections of the SED reflect the same internal energy budget. We therefore neglect the \( \nu_{\text{sa}} \) constraints from epochs 6 and 7 in the following. If we allow \( \nu_{\text{sa}} \) to be just above 9 GHz during epochs 6 and 7, then conflicting constraints are no longer imposed.

Despite the complex behaviour, we are able to unequivocally deduce a constant ISM-like circumburst density profile. The slow intensity decline of the external forward shock suggests continuous energy injection at a rate proportional to \( t^{-0.5} \) during the first hour after the GRB. With the onset of the jump component, another sudden increase in energy happens which lifts the energy budget by a factor of 2–5.

One could imagine that the canonical afterglow and the early flares experience the same external ISM density, i.e. that they originate co-spatially. In this case, the combined constraints imply that the external density \( n \gtrsim 50 \) cm\(^{-3}\), otherwise the \( F(\nu_{\text{sa}}) \) limit for the afterglow component would be violated. This in turn would imply that the energy driving the flares would be of the...
order of $E_{\text{iso}}$ ($1 < E_{\text{iso}} < 5$), which is surprisingly large though not exceptional. Correspondingly, we deduce $0.014 \leq \epsilon_{\gamma} < 0.064$ and $\epsilon_{B} > 10^{-4}$.

For the jump component, as mentioned above, we derived $n \geq 100 \text{ cm}^{-3}$. This is interesting as one could have imagined that this component originates in the wake of the afterglow, i.e. in a region cleared by the forward shock. However, we caution (again) that the interpretation with the Granot & Sari (2002) framework might not be appropriate at all. Further theoretical investigation of such shell collisions are certainly warranted.

5.2. Location of the dust

From multiple SED fits during the early rise and early plateau (around 200–400 s after the GRB trigger) we constrain any variation of the extinction to $A_V < 10\%$. It has been repeatedly suggested that the intense radiation of gamma-ray bursts destroys the dust in its near environment through sublimation (Waxman & Draine 2000; Fruchter et al. 2001; Perna & Lazzati 2002) framework might not be appropriate at all. Further theoretical investigation of such shell collisions are certainly warranted.

5.3. Comparison with previous sub-mm detections

Previous sub-mm measurements of GRB afterglows were initially non-detections (Bremer et al. 1998; Shephard et al. 1998), and detections or even light curves are sparse (Chandra et al. 2008; Sheth et al. 2003; Greiner et al. 2009b; Perley et al. 2012). Predictions of emission at flux levels of several tens of mJy (e.g. Inoue et al. 2005) have not materialized. So far, only a handful of GRBs have been detected in the mm/sub-mm, mostly using MAMBO at the IRAM 30 m (Chandra et al. 2008; Sheth et al. 2003; Greiner et al. 2009b), and CARMA (Chandra et al. 2007; Bock et al. 2009; Perley et al. 2012). GRB 100621A is one of a handful of GRBs for which a sub-mm light curve (more than one detection) is available (Fig. 11). However, the complicated early optical/NIR light curve of GRB 100621A makes even this relatively well-observed GRB too sparsely sampled in the sub-mm range, which leaves ambiguities in the interpretation of both, the light curve and the movement of the low-frequency break.

Recent more aggressive attempts with APEX/LABOCA have continued to return mostly non-detections (de Ugarte Postigo et al. 2012), indicating that the injection frequency moves rather rapidly to frequencies below the LABOCA range, thus requiring sub-mm observations within the first day in order to achieve detections. APEX/LABOCA is able to do this for the best suited afterglows (steep optical/NIR SED), but for the majority ALMA will be the instrument of choice, once rapid turn-around target-of-opportunity observations are offered.

5.4. The GRB host

The host galaxy of GRB 100621A was extensively covered in Krühler et al. (2011b), including in addition to the GROND and Swift/UVOT data. In short, the host is a 21.5 mag galaxy well detected from the UV (all Swift/UVOT filters) up to the $K_s$-band showing a very blue spectral energy distribution with $(R - K_{\lambda}) = 0.3$ mag. The stellar population synthesis fitting of the host SED returns an age of the dominating stellar population of only 0.05 Gyr, and an intrinsic extinction of $A_V^{\text{host}} = 0.6^{+0.1}_{-0.2}$ mag, in stark contrast to the large afterglow (AG) extinction of $A_V^{\text{AG}} = 3.6^{+0.6}_{-0.5}$ mag. The absolute magnitude of the host is $M_B = -20.68^{+0.08}_{-0.09}$ mag, and the star formation rate was determined as $13_{-1}^{+2} M_{\odot}/\text{yr}$.

The APEX and ATCA non-detections of any flux at the position of GRB 100621A at >5 days after the GRB also provide first crude limits on the sub-mm and radio emission of the host galaxy, of <6.8 mJy at 345 GHz, <170 $\mu$Jy at 5.5 GHz, and <200 $\mu$Jy at 9 GHz (all 2σ confidence). Assuming that the dominant fraction of the radio emission would be of non-thermal origin, and using the formalism of Yun & Carilli (2002), this implies an upper limit on the star formation rate of <100 $M_{\odot}/\text{yr}$.

Because of the bright, compact host, no observational attempt has been made with GROND to search for the supernova component which would have peaked about 6 mag fainter (if distinguished the same way as the afterglow) than the host brightness for a 1998bw-like SN-luminosity.

6. Conclusions

The afterglow of GRB 100621A has shown the brightest X-ray emission of any gamma-ray burst so far. Despite this, the afterglow at ≥200 s was not extraordinarily bright, and the strong host extinction made it only marginally detectable in Swift/UVOT observations. Yet, we obtained a decent data set with GROND as well as supporting APEX/LABOCA and ATCA measurements.

The biggest surprise in the properties of the afterglow of GRB 100621A is undoubtedly the sudden intensity jump after about 1 hr. Here, we have been able to characterize its properties in hitherto unprecedented detail. The peculiarity of this event is the complexity of the combined afterglow emission which we encounter. In order to disentangle this complexity, and to possibly even test afterglow models, a much denser sampling of the afterglow emission in time is required, both at sub-mm and radio frequencies. For sub-mm observations from the southern hemisphere, ALMA would be an ideal instrument if fast...
reaction times to external alerts like gamma-ray bursts can be implemented.
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