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**A B S T R A C T**

LSTM-SDM is a python-based integrated computational framework built on the top of Tensorflow/Keras and written in the Jupyter notebook. It provides several object-oriented functionalities for implementing single layer and multilayer LSTM models for sequential data modeling and time series forecasting. Multiple subroutines are blended to create a conducive user-friendly environment that facilitates data exploration and visualization, normalization and input preparation, hyperparameter tuning, performance evaluations, visualization of results, and statistical analysis. We utilized the LSTM-SDM framework in predicting the stock market index and observed impressive results. The framework can be generalized to solve several other real-world time series problems.

**1. Introduction**

In recent years, the rapid development of deep learning and neural network architectures has transformed many industries such as business, finance, health, security, software, and manufacturing into an automated forecasting process [1-3]. The growth of technology and digitization has significantly transformed numerous industries utilizing machine learning for their prediction process. Many data-driven or algorithm-based solutions, from naive to complex, are applied in various scientific fields [4-10]. These developed algorithms lack a unified and dedicated framework for forecasting sequential data irrespective of any domain. For instance, data collection, data wrangling, data
preprocessing, algorithmic implementation, and statistical validation are performed without integrating them into a holistic framework. So there is a need to provide a comprehensive toolbox of functions enabling all the required jobs in a unified whole. This study introduces Long Short-Term Memory-Sequential Data Modeling (LSTM-SDM), an integrated deep learning framework that uses single and multilayer LSTM architecture and is designed for the best possible prediction of sequential and time series data.

The automated process of LSTM-SDM is outlined via the schematic diagram in Fig. 1. Furthermore, the sub-components of the process include (a) extraction or collection of essential features required for the prediction of the intended discipline, (b) exploring the data numerically and visually to get its initial insight, (c) preparing the data in such a way that it is compatible with the model architecture, (d) implementation of single and multilayer LSTM cooperative deep learning architecture, and (e) selection of the final optimal model architecture using hyperparameter tuning and statistical validation. The LSTM-SDM framework has been used in recently published research articles to predict the closing price of the stock market indices [11–13].

2. Functionalities

The overall functionality of LSTM-SDM is illustrated in Fig. 2 which can be summarized into three categories: (a) data exploration and input preparation, (b) model construction and evaluation, and (c) result visualization and statistical analysis.

In the first stage, the data is accessed and the trends of response variables are observed through the time series plots. The `sns.heatmap()` outputs the linear correlation between the input features. After observing the overall trend and the degree of variability, the variables can be denoised if necessary using the `denoise_wavelet()`. Since the sequence prediction requires the input sequence and the corresponding output based on the time-step or look-back period, `DataCreation()` is constructed which returns (input, output) pairs based on the given time-step. The `data_split()` helps to partition the original data into train-validation (or train-test) subsets. The resulting subsets are then normalized using `min_max_transformation()`. Later in the process, the model prediction is inverse-transformed into the original scale using `min_max_inverse_transform()`.

The second part of the framework consists of the functionalities which are designed to create the LSTM models for a given number of neurons, layers, and other input hyperparameters such as learning rate, batch size, optimization method, etc. The `LSTM Model()`, `multi_layer_LSTM Model()`, `run_multi_layer_LSTM_Model()`, `hyper_parameter_tuning()` and `hyper_parameter_tuning_multilayer()` utilize the Tensorflow and Keras APIs to build desired LSTM models by implementing the subroutine, called `build_model()`. User can utilize validation data and perform multiple experiments to find the best hyperparameters for the single and multilayer LSTM models using `hyper_parameter_tuning()` and `hyper_parameter_tuning_multilayer()` functions. The tuning process is thorough, automated, and data-driven. In addition, `run_multi_layer_LSTM_Model()` simplifies and automates the executions of the numerous single and multilayer LSTM models taking data, hidden layers, hyperparameters, time step, test split, epochs, number of replicates as inputs and provides the complete performance scores on both train and test data as the output dictionary. The crucial inputs such as the layers, time step, number of features, optimizer, batch size, and learning rate can be easily customized in these routines.

Finally, model selection is an essential component in the computational project. Output results are visualized and statistical analysis is performed. Several functions are available in the result visualization and statistical analysis category which help the users for rich visualization and statistical analysis. Reading the output dictionary and creating the prediction plots, error plots, and plots of the performance scores can be obtained easily using a single driver routine, called `create_visualization()`. It combines the multiple subroutines listed in Fig. 2. In addition, the `perform_statistical_analysis()` utilizes the subroutines designed for conducting the normality test and two-sample t-tests. This statistical analysis is helpful to validate the conclusions drawn from other empirical experiments.

3. Impact on related fields

LSTM-SDM is the integrated cooperative platform that supports the sequential data modeling practitioners by predicting the future values with LSTM architecture. It uses data-driven predictive modeling
techniques to gain insight from the time series data and provides the projection of the future trend with a minimal time and effort. It also connects with the scientific and research community to solve the sequence prediction problems. The interaction with the platform recommends knowledge of working mechanism of deep neural networks architecture and programming skills. However, one can use the LSTM-SDM with a basic level of familiarity with the model architecture. The start-to-end process from data import to model selection is systematically organized and encapsulated in the framework. Our consolidated object-orientated unified methodology ensures the consistency and quality of the outcome by utilizing standard assessment metrics, high-quality prediction graphs, and multiple optimization techniques. The intermediate results of the prediction are stored in separate files to get access in the future. The developed framework is built using a modular engineering approach and can be generalized regardless of
any domain if the data exhibits a time series pattern. Although the current framework implements LSTM architecture, it can be extended to other deep learning architectures. Companies and researchers dealing with sequential data may use the package to analyze the data and make informed decision.

4. Limitations and further improvements

LSTM-SDM provides a user-friendly computing framework for supervised modeling of sequential data. It can be improved by integrating additional state-of-art deep learning models such as Gated Recurrent Unit (GRU), Convolutional Neural Network (CNN), and Restricted Boltzmann Machines (RBM) with the added functionality to compare the several model performance. Another improvement could be incorporating a sub-routine that could perform web scraping to extract textual data such as news articles, customer feedback, and financial reports. These improvements are the motivations for our future work.
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Appendix. Illustrative examples

We recently implemented the LSTM-SDM framework in financial market index prediction [12], a popular application of sequential data modeling. In the study, the goal was to predict the next-day closing price of the S&P 500 index by using the multivariate input sequences. Both single layer and multilayer LSTM models were developed using the chosen input variables, and their performances were compared using standard assessment metrics — Root Mean Square Error (RMSE), Mean Absolute Percentage Error (MAPE), and Correlation Coefficient (R). The Fig. 3 provides the overall strategy of LSTM-SDM implementation and the obtained experimental results. The process of data exploration of response variable (i.e. closing price) and correlation among input variables are presented in Fig. 3(a) where as LSTM-SDM model building and implementation strategy can be found in Fig. 3(b). Similarly, Fig. 3(c) provides some key results obtained from experiments. For more detailed information, readers are encouraged to visit the full paper [12].
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